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Abstract 

A neuro-net aided image processing system which automatically identifies lean tissue state from the image of 
a complex beef cut surface. The proposed system utilized an artificial neural network to enhance the robust 
segmentation of lean tissue. The system was composed of pre-network, network, and post-network processing 
stages. At the pre-network stage, gray level image of the beef cut was segmented from the background and 
converted to the network input. At the network stage, the coarse grid pattem image of the segmented lean tis­
sue was generated. A sequence of post-network processing was followed to obtain details of the lean tissue 
state. Developed system showed the feasibility of the human like robust object segmentation for the complex 
and fuzzy pattern image. 
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Introduction 

For the past several decadεs， the USDA quality 

and yield grades for beef havε pursuεd to reducc 

the fat amount of the carcass associated with beef 

yield. In the U.S. , beεf carcass merit deals with 

evaluations of two different aspects: one is quality 

(marbling and maturity) and the other is com­

position (total lean, fat and bone, or lean with 

some acccptable level of extεmal fatnεss， along 

with fat and bonε to bε trimmed). Recently, the 

beef industry drafted a plan for the research and de­

velopment of an instrument capable of evaluating 

carcass 1εanness， marbling and maturity (Cross and 

Savell, 1994). πle instrument should be able to pre­
dict the percentage of lean, marbling and maturity 

with a high degree of accuracy. 

Development and installation of a system for in­

strumental assessment of carcass value would bc 

critical because livestock producers are not suffici­

ently confident in current, subjective grading sys-
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tems. Machine vision (MV) has the potential to re­

move thε subjectivi뱀 associated with visual com­

position measurement. MV has been studied for 

prεdicting the lean and fat contεnt of meat cuts 

and the composition of carcasses from measurε­

ments made on the cut surfacε . 

Rεcently ， the algorithm for rapid isolation of 

lean muscle from its surrounding fat in a beef car­

cass based on gray level intεnsity of the cut sur­

face image was developζd (Chen et al. , 1995) 

However, it showed the !ack of the robustness in 

sεparating lean tissues with complex pattern and 

executing such an algorithm required substantial 

processing time. In this study, a nεuro-net aidεd 

imagε processing algorithms werε developed to au­

tomatically idεntify the statc of thε lean tissue 

from thε beef cut surface gray imagε . 

Materials and Methods 

Tεn ribeye beεf cut surfaces were digitized by 

TMl000 (PULNIX Inc. , USA) B/W camera which 
has a lK by 1K high resolution and Oculus F/64 
frame grabber (CORECO Inc., CANADA). Then 
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long the direction q are defined as 

M-1M-l 

Cq m,n = L L #[g(i,j) = m^g(i-dsinq, j+갑∞s이 ==n) 
닙니;에 

20 beef cut surface images were artificially gen­
erated by manipulating the original digitized im­
ages , πle sequence of image processing algorithms 
were classified into three stages Ï,e, pre-network, 
network, and post-network processing , wherε m is the gray level of pixel coordinates (i,j), 

n is the gray level of pixel coordinates (i-dsinq, j+ 
dcosq), and i=0,1,2,,,,M-l , j=0,1,2,,,,N-1. 

For the segmentation purposε， values of d=l , q=O 
and q=π:/2 were used , The resulting gray level co­

occurrence matrix [c] is 

[C)=={Cm.n } == 싹[Co) + 많] 
Thε busyness value B(t) was defined as 

t L-l L-l 

B(t) == L L Cm,n + L L Cm.n for t=0,1,2,,,,L-2 
m.:::()n ::::t+l m킥) n=t+1 

and MD6(t) is defined as 
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for t=0,1,2,,,,L-2 

To obtain the thrεshold value ‘ the image inten­
sity L was first scaled down from 256 to 64 gray 
levεIs for the fast genεration of the co-occurrence 
matrix , From this matrix, the optimum threshold 
value which gave the largεst value of MD.(t) was 
computed and the binary image was obtaincd. 

After separating fat and bone from lean tissue, 
the image was resized to the 160 by 160 pixel 
squarε image and the scale factors for each X and 
Y direction were kept for later restoration. πlen ， 

the 160 by 160 pixel image was converted into 40 
by 40 coarse grid pattem image , whεre each grid 
was formεd as a square having 4 by 4 pixels , Ancl 
then gray values of pixels in each 4 by 4 pixel 
grid were averaged. πle average gray value of each 
grid was normalized for thε nεural network inputs 

Network Processing 
According to the previous experiencε， the con­

ventional image processing techniques used to have 
thε sεvεrε difficulty in eliminating the irregular or 
complex pattem of the cxtraneous tissues isolatεd 

or adhεrεcl to the 1εan tissuε. However, this el­
iminating process is important because the extran-

Pre-network Processing 
The pre-network processing is a sequence of im­

age processing to prepare for the appropriate net­
work input. First of a11, the size of the measuring 
window was pre-specified and linζar contrast en­
hancement of the gray image was conducted. 

Then beef cut surface was separated from thε 

background via automatic thresholding. Various al­
gorithms are known in determining the optimum 
threshold automatica11y such as an image statistical 
method (Pratt, 1991), thε moment preservation mεth­
ocl (Tsai, 1985), maximum entropy method (Abu­
taleb, 1(89) , Since the background could be res­
trictεd to be black arbitrarily , thε window extens­
ion scheme was quitc simplε and efficient. 

Window εxtεnsion method sεlects thrεshold value 
by sεarching the starting point of the histogram 
variations of two images bεtw야n the initial and 
extende닙 sizes of thc mεasuring window. Exten­
ding window size enlarges thε numbεr of pixels in 
thε background which has somewhat uniform ran­
ges of the gray 1εvel and kept the numbεr of ob­
jεct pixels unchangecl , Two histograms obtained 
from the initial and thε extended windows wεre av­
eraged m the specified gray interval to reducε nOlse 
effects. C헤le threshold value was selectεd when the 
difference in probability dεnsity function between 
the two t.:xceeded the predefined value. 
Oncε the beef cut surface was segmented from 

the background, rectangular boundary coordinates of 
the beef cut image were obtained to assign the im­
age area for the network input. And the methocl 
based 011 the 6th moment difference (MD.) was uti­
lized to automatica11y separate fat and bone from 
lean tissues since it gavε consistent sεgmεntation 
rεsults even undεr the uneven lighting i1lumination. 
MDη I~n be computed from the co-occurrence 

matrix and is a modified version of averagε con­
trast (Chanda and Mjumder, 1985). For a M by N 
pixε1 image with L levels of gray intensity, thε ele­
mεnts 0 1' the gray level co-occurrence matrix [C] a-
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complicated regions 

----~ 
•----reg lOns 

(a) binary image (b) complex lean tissue pattem (c) undesirable contour (d) desired contour 

Fig. 1. Typical beef cut having a complex lean tissue pattem and results of segmentation. 

eous regions cause errors in separating and select­
ing thε longissimus muscle area. For beef cuts hav­
ing simple pattems of the lean tissue and fat, mor­
phological dilation and erosion of the imagε coo­
peratεd with some heuristic rules basεd on the ge­
ometric characteristics of the lean tissue could suc­
cessfully remove thε simple adhered or isolated rc-
gions of thε Image. 
Howεver， therε was a difficulty in εliminating 

extraneous and complicated regions as shown in 
Fig. l(b) ,which caused the wrong result of the 
lean tissue segmentation. Fig. l(c) is one of thε un­
desirable lean tissue contours and Fig. l(d) rep-
resents thζ desired one 

By thε way, a human operator can easily el­
iminatε thε extraneous and isolated tissuεs and re­
cognize the desired portion of lean tissue in a ro­
bust manner regardless of its pattem complexity. 
This was the motivation in employing the artificial 
neural network. Sincε the neural network can mim­
ic the human decision making to some degree, the 
nεtwork was formed and trained to generate the bi­
nary Imagε of lean tissue portions for the given in­
put image of the beef cut surfacε. 

A backpropagation network (Rumelhart et al. , 
1986) retaining two layers was adopted to identify 
the lean tissue from the beef cut surface image. 
Lean tis~ue idεntification via the nεural nεtwork 

was composεd of two operations, training along 
validation and execution. In both operations, the 
captured gray imagε was pre-processεd and conver­
ted into the network input grid pattem. 

For a given input image, the associated desired 
lean tissue imagε was provided at the training stage. 
The dεsired binary images of lean tissue portion 
were specified interactively from the 40 by 40 grid 

images according to the human supervisory recog­
nition results. Portions excεpt the lean tissue wεre 
forced to be white leaving lean tissue portions as 
black. 

For the neural network model 1,600 nodes (40 
by 40 grid pattem image) were assigned to the in­
put and the output layεr， respεctively and 70 nodεs 
to the hidden layer. A sigmoid function was used 
for the activation function of each node. 

Variation of the beef cut sizε was automatically 
handlεd at the pre-network stagε by 빼usting the 
sizε of the input imagε grid to the network. 
Though the variation caused by the orientation of 
thε bεef cut was allowεd， thε rib bonε sidε of thε 
beef cut was restricted to lie in one direction. One 
bεεf cut imagε was utilizεd 10 gεnεrate 2 sample 
images (itself and the mirror image), whose bone 
laid in thε samε side. 60 sample imagεs were form­
ed from 10 beef cut samples via reflecting images 
and distorting images artificially. Fig. 2 shows parts 
of the original and anificially generated sample im­
ages. 40 sample imagεswεre used for training net­
work and other 20 images were used for perfor­
mancε validation of the trained network. 

As a desired output for the network, the binary 

contour grid image of the lean tissue was first test­
ed. However, the contour grid output was so sen­
sitive to the variation of input image and correct­
ing thε undεsirεd portion of the output was not 
easy. It required rather complicated post-network 
processing to gεneratε the detai!ed contour of thε 
lεan tissue. Instead of the grid contour of the lean 
tissue boundary, the overall binary image of thε 
lεan tissue portion was adopted as a desired net­
work output as shown in Fig. 3. 

The nεtwork generated real valued outputs rang-
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(b) artifici외 해mples 

Fig. 2. Part of 0더g빼I and artifici떼Iy generated sam­
ple images. 

ing from 0 to 1 in ASCII format. Network outputs 
were compared with gray values of the desired bi­
nary image. White and black areas of desired im­
age weæ convεrted to real va1ues of 1 and 0 re­
spectively before comparing with network outputs. 

Post-network Processing 
At the post-network processing, ASCII formatt­

ed output values generated from the network wer，ε 

thresholded to 0 and 1 and then converted to 40 
by 40 pixel size of binary image. At this point 
each pixel of the output image generated by the 
network corresponds to the 4 by 4 pixel grid. Aft­
εr passing noisε removal which removes undesir­
able pixels such as isolated islands and holes, the 
output i매age of the network was restored to 160 
by 160 pixel size by duplicating each pixel to 4 
by 4 pixels with samε gray values. 

The coarse grid image generated by the pre-train­
ed netwnrk was converted to the detailed pixel bas­
ed image by switching grid pixels of the lean tis­
suε generated from the network to corresponding 

(a) (b) 

pixels of the input binary imagε. πlen once again 
a smoothing process was performed to remove jagg­
ed sections, isolated islands and holes using mor­
ph이ogy opening 외gorithm. 

Then the detail contour of the lean tissue was 
generated from the resu1tant binary lean tissue irn­
age. After adding resulting binary image to the in­
put gray level image, details of gray level images 
of the segmented lean tissue was obtained. And 
quantitative texture data of the lean tissue were 
computed using co-occurrence matrix of the detail 
gray image of the lean tissue. Fig. 4 shows the se­
quence of the resulting images obtained from the 
post-network processing. 

Results and Discussion 

In order to test the performance of the proposεd 
algorithms, 60 sample images of beef cut surfaces 
were used. Since the objectìve of the network train­
ing was isolating ceπain portions of the given im­
age, pεrformance of the network training was mon­
itored by the Root Mean Squared Error (RMSE) 

The network was trained by repetitively presεnt­
ing 40 sarnple pattems in a random order. Network 
output error was accumulated at every 8 sample 
presentations resulting thε leaming epoch of 8 pre­
sentations and back- propagated. Thε leaming coεf­
ficient of the network was set initially to 0.2 and 
decreased by half at every 1000 presentations. The 
RMSE for 40 training samples was 0.217 and aft­
er 5000 random presentation of 40 samples it was 
reduced to 0.044. Here, one presentatìon means pre­
sentation of 1 sarnple 10 thε network. The output 
RMSE decreased most to 0.067 during the first 
1000 random prεsentations. The RMSE of Ihe train-

혔많 톨빠 
(c) (d) 

Fig. 3. lnput and desired output images for network training; (a) enhanced binary image: 160X 160 pixels input 
grid image for the network after averaging 4 by 4 pixels of the binary image: 4OX40 grids desired network output 1: 
40X40 grids (d) desired network output II.: 40X40 g까ds. 
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Fig. 4. Sequence of tbe resulting images obtained from post-network processing; (a) enbanced gray level image (b) 
segmented binarγ image (c) network output image:40X40 grids (d) resized image: 160XI60 pixels (e) binary image 
after noise removal and morpbology processing (t) detail binarγ image of 앞gmented lean 없sue φ detail gray image 
of segmented lean tissue (b) lean tissue contour “) merged contour to tbe beef cut image. 

(c) (d) 
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ed network for 20 untrained samples was 0.079 

When all of 60 samples were trained, thε initial 

and final RMSE after 5000 random presεntations 

were 0.214 and 0.056, respectively. 

Howεvεr， the nεtwork error was further reduced 

aftεr passmg a sζquence of post-processing such 

as thresholding network output, noise rεmoval， grid 

template mer，맹19， and morphological smoothing. Fig. 

(a) 

(f) 

、
i 
、

5 illustrates results of processing for typical train­

ing samples. Fig. 6 illustrates results of processing 

for untrained samples. 

Conclusions 

Proposed neuro-net aided processing algorithm 

successfully separated the portion of thε lean tis-
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F핑. 5. Results of processing for tbe trained sample witb complex pattem; (외 contrast e뻐뻐ced input image: 160X 160 
pixels (b) segmented binary image (c) input g야dir뻐ge to the network: 4OX40 grids (d) network output:40X40 grids 
(e) res따d image:160 X 160 pixels (t) details of binary lean 히ssue image (j잉 뼈age after noi양 removal and morphotogy 
opening (b) contour of the lean tissue (i) details of gray level lean tissue image (j) input irnage merged with contour. 
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밍 $뤘훌 
(g) (h) (i) (j) (k) 

Fig. 6. Res띠ts of processing for unknown sam어e; (잉 conl뼈st enhanced input image: 160x160 pixels (b) segme빠d 

binary image (c) input grid image to the network: 40x40 grids (d) desired network output: 4Ox40 맑ids (e) network 
output: 4Ox40 grids (1) resiz때 ima옹e: 160xl60 pixels (g) detaü binary image of Ie뻐 tissue (h) image a빠er noise re­
moval and morphology ope미ng (i) contour of Iean tissue 이) deta피 g때y level image of lean tissue (k) input image 
mer홈ed with contour. 

sue from the beef cut surface in a robust manner 

without human intervention. The extracted lean tis­

sue gray images could be used for yield and qual­

ity grading. 까lOugh the trained network could not 

generate thε contour of lean tissue for certain un­

trained samples as accurate as trained onεs， it as­

signed the dεsired lean tissue portions quite suc­

cessfuHy for a complex pattem of beef cut surfacε 

image. It seemed that introducing more beef sam­

ple images could improve the performance of the 

network. Research is on-going currεntly to utilize 

thε neural network as a decision supporting subsys­

tem instead of generating the lean tissue directly. 
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